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1 Introduction
Språkbanken Text at the University of Gothenburg is a CLARIN B-centre providing 
language resources in Swedish, as well as tools to use them, for a wide range of 
disciplines. In 2017, we began exploring the field of argument mining – the process 
of automatically identifying and classifying arguments in text – partly aimed at 
establishing language resources and tools for argument analysis and mining in 
Swedish. Depending on the context, different definitions of argumentation are 
applicable. For our resources, we have focused on three ways of approaching argu-
mentation in text:
1. We have devised a set of preliminary guidelines for the annotation of argu-

mentation in text. 
2. We have looked at classifying arguments into various types of inference, in 

accordance with Walton’s argument schemes (Walton, Reed, and Macagno 
2008). 
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3. With Inference Anchoring Theory, all rhetorical elements in a dialogue or 
debate that serve any purpose in argumentation are classified and linked. 

Our work on these three approaches is laid out in the remaining sections, which 
are structured as follows: after an introduction to argumentation in Section 2, we 
describe our corpora in Section 3, followed by our annotation efforts in Section 4. 
Finally, we introduce some auxiliary resources in Section 5 that we hope will be 
beneficial to argument mining.

2 Elements of argumentation
Research on argumentation takes many forms, from Plato’s search for  universal truth 
to the pragma-dialectical notion of reasonableness introduced by van Eemeren et al. 
In this section, we establish a brief overview of argumentation research, with a focus 
on the models and methods used and discussed by computational linguists.

As for argumentation analysis in general, the model first proposed by Stephen 
Toulmin in 1958 (2003) represented an important milestone and is still relevant 
for argument mining today (Lytos et al. 2019). This model marks a shift from the 
strict absolutism of theoretical arguments to a practical approach, favouring jus-
tification over inference. According to Toulmin, every practical argument must 
consist of at least a claim (what the arguer wishes to convince someone about), 
grounds (evidence supporting the claim), and a warrant (the reasoning by which 
the grounds constitutes a valid support for the claim). While Toulmin initially 
focused on legal arguments, revised editions show how it can be applied to other 
kinds of debates.

In order to better classify types of argumentation, argumentation schemes 
allow us to describe structures of inference. Perhaps the best known schemes are 
the ones presented by Walton (Walton, Reed, and Macagno 2008). Walton presents 
60 schemes which are meant to represent the type of argumentation found in every-
day reasoning but also schemes present in more specialized domains. Schemes are 
formalized as seen below, with a minor premise, a major premise, and a conclu-
sion. Each scheme also has a set of critical questions by which the scheme can be 
weakened or defeated, if the questions can’t be answered. The questions can also 
be used to infer missing premises.
 Argument from Position to Know
 Major premise: Source a is in a position to know about things in a certain 

subject domain S containing proposition A.
 Minor premise: a asserts that A (in domain S) is true (false).
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 Conclusion: A is true (false.)
 Critical question 1: Is a in a position to know whether A is true (false)? 
 Critical question 2: Is a an honest (trustworthy, reliable) source? 
 Critical question 3: Did a assert that A is true (false)? 

A strength of the argumentation schemes is that they often represent defeasible 
arguments, something which is often present in ordinary argumentation but not 
in traditional logic argumentation. In artificial intelligence research, argumen-
tation has been introduced as a form of reasoning. Argumentation schemes are 
proposed to be used both for computational reasoning and as a tool for retriev-
ing and analysing argumentation in speech or texts. For example, if a scheme is 
identified in a text, the critical questions could be used to infer what information 
is assumed.

Another important contribution to argument theory was the pragma-dia-
lectical approach heralded by Frans van Eemeren and Rob Grootendorst, start-
ing with their systematic analysis of speech act in argumentative discussions 
(Eemeren and Grootendorst 2010) and culminating in their book A Systematic 
Theory of Argumentation in 2003 (Eemeren and Grootendorst 2003). Grounded 
in pragmatics, this model regards argumentation as a complex form of discourse 
activity, and aims to describe how argumentation is carried out in practice. In the 
authors’ opinion, speech act theory provides the necessary basis for dealing with 
dialogue that aims to resolve a difference of opinion. While it is far from trivial 
to incorporate this approach in argument mining, great strides have been made 
using several applicable methods, such as inference anchoring theory, which we 
will describe in Section 4.3.

2.1 Argumentation in natural language processing

As shown in the previous section, there are several aspects of argumentation that 
can be modelled and studied, and several ways in which this can be done. Argu-
mentation annotated datasets for natural language processing (NLP) purposes 
reflect this and there are datasets annotated with models from various areas in 
argumentation theory. (There are also datasets without any clear connection to 
argumentation theory.) These datasets are often created as training sets, to be 
used by some kind of machine learning algorithm to learn from. The aim is then 
to automatically identify and analyse argumentation, in what is called argumen-
tation mining. The task of identifying argumentation, and thus the task of model-
ling it, is often presented in these three steps (Stab and Gurevych 2017; Lippi and 
Torroni 2016):
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1. Component identification; 
2. Component classification; 
3. Structure identification. 

Component identification refers to identifying what is argumentative or not, 
although this step is often skipped (Ajjour et al. 2017). Component classifica-
tion refers to which roles these parts are playing in argumentation, for example 
labelling claims and premises. After labelling components, relations such as 
attack or support are identified, both within individual arguments and between 
the arguments. Many studies or datasets do not include all these steps, as it is a 
complicated task. There are also more complex ways to structure the task (see, 
for example, Lawrence and Reed 2020). When the components themselves have 
been identified, some studies have explored further aspects of argumentation: 
for example Hidey et al. (2017) identified ethos, pathos, or logos in argument 
components; Park and Cardie (2014) classified components as verified or unver-
ified. In Section 4.1, identifying argumentation schemes is explored.

3 Argumentative corpora
One of Språkbanken Text’s central research tools is Korp, a corpus search and 
browsing tool which provides access to a collection of richly annotated corpora 
spanning more than 13 billion tokens (Borin, Forsberg, and Roxendal 2012). A more 
detailed description of Korp can be found in Fridlund et al. (2022).

The corpora we have been working on for the purposes of argumentation 
mining and analysis are Anföranden, annotated and augmented debates from the 
Swedish parliament Rødven-Eide (2020), as well as a collection of social media 
texts from two popular Swedish internet forums (Lindahl 2020). In addition, we 
have analysed annotation of argument schemes in a number of newspaper edito-
rials (Lindahl, Borin, and Rouces 2019). 

3.1 Parliamentary debates

During the last 15 years, access to parliamentary data has been greatly improved, 
especially in Europe following the signing of the Council of Europe Convention 
on Access to Official Documents in 2009.1 In large part thanks to the ParlaCLARIN 

1 https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/205

https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/205
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workshops of 20182 and 2020,3 significant corpora of parliamentary debates have 
been published and enhanced with metadata for research, such as those from the 
parliaments of Norway (Lapponi et al. 2018), Slovenia (Pančur, Šorn, and Erjavec 
2018) and the UK (Nanni et al. 2018), to name but a few. 

The Swedish parliament has published digital versions of its minutes for all 
parliamentary debates from 1971 onward. These files are derived from scans of 
printed or typed documents and the large amount of HTML formatting present 
in the files are only for preserving layout; it does not generally segment the text 
in a way that helps with parsing. Metadata is restricted to document-level infor-
mation, and as such does not say anything about which speakers participate or 
which topics are being discussed. Debates from 1993 onwards are, however, also 
available in a separate dataset, aptly named anföranden (meaning parliamen-
tary speeches), where each speech is complemented with appropriate metadata 
such as speaker, party, topic and speech order. We have processed, enhanced, 
and augmented this resource in order to improve and simplify research on the 
debates, through the reduction of noise in the data, the adding of linguistic anno-
tation, and augmenting the resource with a semantic graph, described later in 
this chapter. Our version of this dataset consists of 325,202 speeches, totalling 
122,079,937 tokens.

In Table 1, we show the complete structure of a typical speech document. In 
our version of the corpus, all properties except for anförandetext (speech text) are 
XML attributes of the speech as a whole. These attributes have been transferred 
directly from the parliament’s data, with the exception of dok_datum, which erro-
neously listed all parliamentary sessions as having taken place at midnight; for 
this reason, we edited the time stamp in the data, leaving only the dates, which 
are correct. A more thorough description of the various data can be found in 
 Rødven-Eide (2020).

After processing the documents to fix noisy data, we imported the resulting 
files into Korp, via the Sparv pipeline. Korp is a tool for searching and exploring 
corpora (Borin, Forsberg, and Roxendal 2012), while Sparv is the annotation pipe-
line through which most of the corpora in Korp are processed (Borin et al. 2016). 
Both of the tools are developed and maintained by Språkbanken Text.

The linguistic annotation provided by Sparv is thorough and multifaceted, 
ranging from part-of-speech and word sense to compound and dependency anal-

2 https://www.clarin.eu/ParlaCLARIN
3 https://www.clarin.eu/ParlaCLARIN-II

https://www.clarin.eu/ParlaCLARIN
https://www.clarin.eu/ParlaCLARIN-II
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yses. A complete list of the available annotations can be found on the Sparv web 
page4 and its user manual.5 The annotated corpus can be explored with Korp.6

Table 1: A typical speech document.

Property Description 

dok_hangar_id Internal document ID 
dok_id Meeting and speech number 
dok_titel Protocol title 
dok_rm Parliamentary year 
dok_nummer Number of meeting in succession during a year
dok_datum Date of speech 
avsnittsrubrik Topic title 
kammaraktivitet Type of debate 
anforande_id Unique speech ID 
anforande_nummer Speech number in debate 
talare Speaker name 
parti Speaker party 
anforandetext Full speech text 
intressent_id Speaker’s ID 
rel_dok_id Document being debated 
replik Speech type 
systemdatum Date of publishing 

3.2 Social media

Our social media dataset is made up of threads from the two Swedish internet 
forums Flashback and Familjeliv (‘Family life’). These forums are among the most 
popular in Sweden and are rich in debates and argumentation, of varying levels 
of sophistication. They are thus suitable for studying informal argumentation. 
The discussions on Familjeliv are often focused on family and relations while 
Flashback is known for more political topics, but both forums contain a wide 
range of topics.

Both forums are split up into a set of main sections (19 on Familjeliv, 16 on 
Flashback) dedicated to different topics, with many subsections in each section. 
The discussions on these forums are shown in thread structures, where a user 

4 https://spraakbanken.gu.se/en/tools/sparv/annotations
5 https://spraakbanken.gu.se/en/tools/sparv/usermanual
6 https://spraakbanken.gu.se/korp/

https://spraakbanken.gu.se/en/tools/sparv/annotations
https://spraakbanken.gu.se/en/tools/sparv/usermanual
https://spraakbanken.gu.se/korp/
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creates a thread by posting a question or topic and other users reply. The answers 
are shown in chronological order. The users are able to cite each others’ posts, but 
there is no tree-structure similar to that on, for example, Reddit.7

For the annotation, nine threads from these forums were chosen at random 
but only among the threads which had about 30 posts. As threads on these forums 
can end up with hundreds of posts, this was done to enable us to annotate a wider 
range of topics. The most recent threads were considered, which at the time were 
threads created in Spring 2020. The dataset used for our annotation project has a 
total of 28,000 tokens. The statistics of this dataset are shown in Table 2.

Table 2: Statistics of the social media dataset.

number of 
threads 

number of 
posts 

number of 
users 

number of 
tokens 

number of 
cite tokens 

total number 
of tokens 

9 266 150 21292 7173 28465 

Apart from the annotated social media dataset, most available content posted on 
Flashback and Familjeliv has been collected in Korp. As much of the content is 
argumentative in its nature, this data could be used for studies of argumentation 
in these domains. The data also could be used as a supplement to supervised 
machine learning or unsupervised machine learning, for argumentation mining 
or other NLP purposes.

4 Annotating argumentation
Argumentation can be modelled and analysed in several different ways and 
from different aspects, and there are thus many different ways to annotate it, 
depending on one’s goal and interest. When selecting a model for annotation of 
argumentation, you want to select a model which is complex enough to capture 
interesting information but also easy to annotate. You also want a model which 
a machine can learn from, if the goal is to use the data for machine learning. The 
choice of model might also depend on the domain. A model which is suitable in a 
monologic domain, such as editorials or news, might not be a good fit for a more 
dialogic domain, such as online forums.

When annotating different linguistic phenomena, such as argumentation, 
it is important to reach as high a degree of inter-annotator agreement (between 

7 It would be possible to construct a cite tree, but it can’t be seen in the user interface.
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as many annotators) as possible. This is to be sure that the annotation is relia-
ble and captures what one seeks to study. There exist several measurements of 
agreement, such as Cohen’s or Krippendorff’s, with their respective strengths 
and weaknesses. Depending the task, certain thresholds are deemed acceptable, 
although no objective scale exists. The Landis and Koch scale (Landis and Koch 
1977) is often referred to in argumentation annotation.

Annotating argumentation is challenging and time-consuming. Reaching 
high inter-annotator agreement is difficult, especially in unstructured domains 
such as user-generated content. Efforts in annotating argumentation usually do 
not reach as high a level of inter-annotator agreement as other tasks in NLP. A 
reason for this is that whether something is argumentative or not can depend on 
the context. For example, a statement like “I like cats” could be seen as argumen-
tative or not, depending on which of the following statements precedes it.
1. Which animals do you prefer? 
2. We should get a cat. 
3. Let’s get a dog. 
– I like cats 

If it follows 1, it could be seen as neutral, while in response to 2 or 3 it could be 
seen as agreement or disagreement.8 Argumentation also often relies on implicit 
assumptions and unstated information. This makes it difficult for annotators to 
agree, because they might interpret a situation differently, and it is not always 
clear if there is one correct answer. It also makes it time-consuming to annotate, 
because the annotators often have to interpret intentions or infer missing infor-
mation. Annotators might also need training in applying the chosen argumenta-
tion model, which can take time.

4.1 Annotating argumentation schemes

Our first argumentation annotation was carried out a corpus of editorials, orig-
inally described in Lindahl, Borin, and Rouces (2019). The editorials stem from 
Swedish newspapers originally collected by Hedquist (1978) in order to study 
emotive language. They were collected in the period May–September 1973 and 
consist of 30 editorials from 6 newspapers with about 19,000 words (Lindahl, 
Borin, and Rouces 2019). The newspapers were together deemed to reflect the 
views of the parties in the Swedish parliament at the time. The editorials from this 

8 Example inspired by a tutorial by Budzynska and Reed (2019).
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study are annotated for emotive language, but this was not shown when annotat-
ing argumentation.

The corpus was annotated with Walton’s argumentation schemes (Walton, 
Reed, and Macagno 2008), described in Section 2. Out of the 60 schemes described 
by Walton, 30 were used for the annotation. These schemes were originally pre-
sented in Walton (1996). The annotation was carried out by two annotators with a 
background in linguistics. For instructions, they were given Walton’s book describ-
ing the schemes. The annotation was done in the annotation tool Araucaria (Reed 
and Rowe 2004), which has support for annotating the schemes. Using this tool, 
an annotator annotates arguments by first annotating argument components. A 
component is a span of text, labelled with the role “conclusion” or “premise”.9 
These components are then connected to form an argument, which consists of one 
conclusion and one or more premises. A component can be reused. For example, 
it is possible for a premise to be connected to two different conclusions, but the 
premise will then be considered to be two different occurrences. The argument is 
then labelled with a scheme. An example of an annotated argument from the edi-
torials is seen below.
 Premise: It is already showing in the form of increasing oil and gas prices. 
 Conclusion: But now energy crisis is not far away. 
 Scheme: Argument from Sign 

The annotation was evaluated on component, argument, and scheme level. The 
annotators annotated a varying number of components and they also varied in 
how they connected them to form arguments. Annotator 1 (A1) annotated more 
arguments and thus more conclusions than annotator 2 (A2) (each argument has 
only one conclusion) but they annotated about the same number of premises. 
This could be explained by the way they chose to connect components to argu-
ments, as A1 often constructed arguments consisting of only one premise and a 
conclusion, and then reused the conclusion but chose another premise. A2 chose 
instead to construct arguments with several premises.

The annotators mostly used the same four or five schemes, and together 
they used 22 out of the 30 available schemes. The most popular schemes for both 
annotators were Argument from Consequences, Argument from Sign and Argument 
from Cause to Effect. A1 uses Argument from Evidence to a Hypothesis the most, 
while this scheme is used only six times by A2.

Because the annotators were free to use any span of text, the agreement 
measure was based on how much their annotated spans overlap. Given a certain 

9 The distinction between major and minor premise was not made in this annotation.
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threshold, two spans were considered to be a match if their overlap was much as 
or over the threshold. Overlap was calculated as the ratio between the longest 
common span and the longest of the two spans. Thresholds of 0.9 and 0.5 were 
used. The agreement was then calculated as seen in (1), where a1 and a2 are the 
number of instances of the component and m the number of matches.

(1) c = 2 ✶ |m|/(|a1| + |a2|)

Because a conclusion can be supported by different premises and a premise can 
support different conclusions, they were compared separately and together. The 
annotators agreed the most when comparing premises. With a threshold of 0.5, c 
is 0.37 (99 matches) for spans labelled as premises, regardless of whether they are 
connected to the same conclusion. For conclusions c was 0.34, with 92 matching 
conclusions. Out of these 92 conclusions, 33 share at least one premise. For these 
premises c is 0.71. In the 33 cases where a conclusion and at least one premise 
matched, the schemes were compared. Four schemes out of these matching con-
clusions and premises were the same. Comparing only matching conclusions 
(92), nine schemes were the same. It thus seems that even when annotators agree 
on how an argument was composed, they did not agree on which scheme was 
appropriate.

The disagreement between the annotators could be due to several reasons, 
including the setup of the task and the instructions itself. For example, it might 
have been better to structure the task so that the annotators first annotated argu-
ments and in a later step annotated only schemes.

Some of the disagreement can be explained by differences in how the anno-
tators structured and composed the arguments. When manually inspecting the 
annotations, it became clear that there is more than one possible interpretation 
of how to use the components. For example, below is an example of a premise 
supporting two different conclusions. It is difficult to say that either one of these 
should be the “correct” annotation.

Premise: A shift of power will result in us not risking any socialistic experi-
ment during the elected term and instead we can further build on the foun-
dations of the welfare society. 
Conclusion A1: Voters should vote for the opposition
Conclusion A2: Do not vote away collaboration!
Scheme A1: Argument from Consequences 
Scheme A2: Causal Slippery Slope Argument 
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Another example of this is shown below, where two different premises support 
the same conclusion. Again, it is difficult to say whether one is right and the other 
is wrong. The premises could possibly be used together.

Premise A1: It is already showing in the form of increasing oil and gas prices. 
Premise A2: We are not especially used to saving anything in this country.
Conclusion A1 & A2: But now the energy crisis is not far away 
Scheme A1: Argument from Sign 
Scheme A2: Argument from Cause to Effect 

It is not surprising that the annotators have chosen different schemes in the above 
examples, because different components are involved. In the few cases where 
they agree on components they mostly do not agree on the schemes. However, as 
with the components, it is possible that more than one scheme could be suitable 
in the annotated examples. Below is an example where annotators agreeing on 
conclusion and premise, but not the scheme.

Premise: It is not unlimited.
Conclusion: It is widely considered necessary to economize energy.
Scheme A1: Argument from Consequences 
Scheme A2: Argument From Sign 

These two schemes, Argument from Sign and Argument from Consequences, were 
among the most frequently used by both annotators. They are quite general and 
could possibly both be applicable in this case. Another example of scheme dis-
agreement is shown below. These two schemes co-occurred 12 times out of the 
matching 71 conclusions (0.9 overlap threshold). Again, it is possible that two 
schemes might be suitable at the same time.

 Premise: The high unemployment rate in Sweden is not acceptable from any 
angle, this must be firmly established.
Conclusion: To create new jobs must be the most important task for now.
Scheme A1: Argument from Consequences 
Scheme A2: Argument from Popular Practice 

Because of the disagreements between the schemes, the scheme annotation was 
evaluated by sorting the schemes into three groups. These three groups were orig-
inally suggested by Walton as a way to classify the schemes. This increased the 
agreement a little.

This dataset illustrates the difficulties of evaluating argumentation based 
solely on agreement between annotators, as there can be many possible inter-
pretations of the arguments presented. It also shows the need for explicit instruc-
tions, ensuring that the annotators are coherent as possible.
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4.2 Annotation of argumentation in social media

The nine threads of the social media corpus, originally described in Lindahl 
(2020), were annotated with spans of argumentation. Previous annotations of 
social media or online forums with labelled argumentation components (Haber-
nal and Gurevych 2017; Rosenthal and McKeown 2012; Morante et al. 2020) have 
not reached very high levels of agreement. Because of this, the aim of this anno-
tation effort was to investigate if it is possible to reliably annotate argumentative 
spans, and thus distinguish them from the non-argumentative parts of the text. 
If successful, these spans could be further annotated with, for example, compo-
nents in an iterative annotation process. Iterative annotation processes have been 
previously shown to increase agreement (Miller, Sukhareva, and Gurevych 2019).

The guidelines for the annotation included a definition of argumentation, 
a set of control questions and tests the annotators could use when annotating. 
Defining what was to be considered argumentation was a bit of a challenge, as 
there are different definitions that do not all overlap. The definition we decided 
upon was inspired by van Eemeren’s description of argumentation (Eemeren et 
al. 2014) and modified by what we found when inspecting the domain. Persua-
siveness was also added to the definition, as it is often used as a criteria for argu-
mentation (see, for example, Habernal and Gurevych (2017)). This definition was 
not intended to capture everything which could be considered argumentation, as 
this can vary, but rather to describe something which we hoped could be distin-
guished as argumentation. We thus defined argumentation as follows:
1. A standpoint/stance. 
2. This standpoint is expressed with claims, backed by reasons. 
3.  There is a real or imagined difference of opinion concerning this standpoint, 

which leads to: 
4.  The intent to persuade a real or imagined other part about the standpoint. 

Together with the definition, the annotators were given three questions:
 – Does the poster’s text signal that he or she is taking a stance / has a stand-

point? 
 – Does the poster motivate why? 
 – Do you perceive the poster as trying to persuade someone? 

Together with the definition and the questions, two tests were given to the anno-
tators. These tests aimed to guide the annotators, not provide definite answers. 
The first test asked the annotators to insert “I agree/disagree” in the post. The 
idea behind this test was to capture if the text expressed any difference of opinion 
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which might not be explicitly stated. If adding “I disagree” did not change how 
they perceived the text, this was probably the case.

The second test asked the annotators to reformulate the argumentative span 
as “A because of B”. This was to help them clarify what the stance and the moti-
vation for the stance was. Half of the annotators were asked to write this refor-
mulation down in the annotation tool. Examples of the test were included in the 
guidelines, as exemplified below.

 I don’t agree. Of course you shouldn’t put the dog down! It’s a life we are 
talking about, you can’t just throw the dog away when it doesn’t suit you 
anymore. Go to a professional. The dog isn’t feeling well. If you can’t help the 
dog you’ll have to relocate it.
 Reformulation: [Do not put the dog down because it has a life which 
shouldn’t be thrown away.] 

For the annotation seven annotators were employed, split into two groups. The 
first group also included one of the authors, resulting in four annotators in each 
group. All annotators had linguistic experience through either studies or work. 
The annotation tool WebAnno (Eckart de Castilho et al. 2016) was used. Both 
groups received the same guidelines and the same threads to annotate. After the 
first group had annotated, a meeting was held to discuss their experiences. With 
the second group, a meeting was held before annotation started, in which the 
guidelines and the annotators’ interpretation of them were discussed. The second 
group was also told to write down their reformulations from the tests with the 
hope that this would increase agreement.

The annotation results were first compared on token level. The annotators 
annotated between ca 30–60% of the tokens as argumentation, although one 
annotator only annotated 10%. The annotators most often annotated one or more 
sentences in their annotations spans, following sentence boundaries. Because 
of this sentences instead of spans of text were compared. Most of the annota-
tors included 4–5 sentences on average in their spans, but two of them annotated 
fewer sentences per span. Even though the annotators varied in how many sen-
tences they included in a span, it was most common to only annotate one span 
per post. Because of this, post-level agreement was examined.

The inter-annotator agreement is shown in Table 3.10 As there was no clear 
difference in agreement between the two groups of annotators, IAA is shown for 
both groups together. Krippendorff’s varied over threads. Unsurprisingly, post-

10 The numbers here are slightly different than previously reported. This is due to a previous 
error in the calculations, which has been corrected.



680   Anna Lindahl and Stian Rødven-Eide

level agreement is the highest at 0.51. According to the Landis and Koch scale 
(Landis and Koch 1977), this is considered moderate agreement. The observed 
agreement increases if one chooses to look at majority vote (five out of eight anno-
tators agree).

Table 3: IAA for the social media dataset.

Unit Krippendorff’s α Observed agreement Observed agr. majority

Token 0.34 31% 74% 
Sentence 0.34 31% 75% 
Post 0.51 45% 84% 

A manual inspection of the disagreements was also made in order to understand 
why they occurred. Inspection of the reformulations from the second group 
showed that the annotators had written similar reformulations when they had 
marked the same spans. Most annotators annotated around 4–5 sentences per 
argumentation span. In these cases, some of the annotators chose to annotate 
two spans instead of one, leaving one or more sentences unmarked in between 
the two spans. This means some annotators has interpreted a particular span of 
text as parts of the same argumentation, while others have found the same par-
ticular span to be to two different distinct argumentation spans, with different 
standpoints. This difference in argumentation spans has an effect on the sen-
tence and token–level IAA, but not the post–level. This might be the reason why 
post–level results are the highest out of the three units.

Below is an example of an annotated post, exemplifying the differences in 
selected spans. Four annotators annotated only the part in bold. One annotator 
annotated the whole post. Another annotator annotated the first part as one argu-
ment, and the second part (the bold part) as another argument. The final anno-
tator also annotated the whole post as two arguments but split the spans at the 
last sentence.11

 I agree. Little children can be bothersome and put a strain on relationships, yes. And to 
prefer one parent is completely normal, although it is sad, of course. What has the three 
year old to be grateful for? That she should be happy and grateful that you ‘sacrificed 
yourself’ and moved there to live with them is too complicated and too much to ask 
of a three-year-old regardless if he/she likes to live with you or not. 

11 One annotator did not annotate the post at all.
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These differences highlight the difficulties with annotating argumentation, espe-
cially in unstructured domains. All but one annotator agreed this post contained 
argumentation but not on which parts should be included. In these domains, 
one standpoint is not always clearly distinguishable from another or they may be 
implicit. It also not always easy to decide what should be included in the argu-
mentation. These difficulties are probably be the reasons why the annotators 
chose different spans.

Inspecting what the annotators had marked as annotation, it seemed that 
when the post authors were very explicit in their standpoints and in their dis-
agreement or agreement, the annotators agreed among themselves. But, when 
sarcasm or irony was involved, or there was much left unsaid, the annotators 
disagreed. Thus, when the conditions in the guidelines were explicitly met, the 
annotators agreed. Examples of this can be seen in the two examples below. They 
are from the same thread and could be seen having the same message, although 
the second one is very implicit. In the first post all annotators agreed the post 
contained argumentation, whereas only three annotators annotated the second 
example as argumentation.

 So? And how do you think the children are feeling right now? That it’s so hard to live with 
their with their dad that they’d rather refrain from doing it altogether? It doesn’t matter that 
you thought it was boring to not to live with your boyfriend. I agree with the others in this 
thread that you should stop living together. For the sake of the children. You can’t just think 
of yourself. 

 A three-year old should be grateful because you split up his parents? Oh my god! Are you 
for real? 

The annotation of this dataset showed that it is possible to annotate argumen-
tation on post-level but distinguishing the boundaries of the argumentation 
within a post is more difficult. Further annotations of this dataset would need to 
consider this. For example, can one ensure that the annotators agree on how to 
interpret standpoints or should one figure out a way to interpret standpoints even 
if annotators disagree? Stricter instructions on how to select standpoints might 
help with this.

4.3 Annotation of argumentation in political debates

A similar approach was used for anföranden, where some of the same annotators 
were tasked with identifying argumentation in the transcript of a single debate. 
The hope was that we through this would be able to create a gold standard, but 
first we wanted to see whether the difference in domain and structure made a 
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significant difference to inter-annotator agreement. In contrast to the forum 
discussions, a parliamentary debate has a relatively formalized and predictable 
structure. On the other hand, any given entry in a parliamentary debate is usually 
longer, and may touch upon several points raised in several of the previous 
entries. Although it is performed orally, a parliamentary speech – especially after 
having been transcribed  – bears characteristics of professionally written argu-
mentation, using carefully constructed formulations, whereas forum discussions 
often try to emulate spoken language, inserting extra vowels into a word such 
as “loooong” or including interjections like “✶sigh✶”. Another aspect of parlia-
mentary debates is that their very purpose is to be argumentative. Every speech 
voices obvious support or opposition to something, and does so in a clearly argu-
mentative way. One could therefore assume that almost everything in a debate 
is argumentative. From the annotations, we saw that this was, to some extent, a 
reasonable expectation. A majority of the annotators found 67% of sentences to 
be argumentation, compared to 30% for the internet forum discussions.

In order to ensure comparability between the annotation efforts on the inter-
net forums and the parliamentary debates, we decided to preserve as much as 
reasonably possible of the instructions, the main difference being that the exam-
ples were changed. However, after noticing that allowing the annotators to mark 
arbitrary spans as being argumentation somewhat complicated both the argu-
mentation process and the measurement of agreement, we decided to ask anno-
tators to always mark complete sentences in the debates, though spans of more 
than one sentence were allowed.

Taking all annotators into account, IAA on sentence level was even lower 
than for the social media dataset, at 0.29 α. Seeing that one of the annotators had 
marked considerably fewer sentences than the others, we measured IAA among 
the five other annotators and found it increased to 0.39 α. For the four annotators 
most in agreement, it rose further to 0.45 α. From this, we can see that the level of 
agreement was similar to that of the social media annotations.

On the other hand, we saw a major difference with regards to observed agree-
ment among the majority. While we found that all annotators agreed on 25.9% 
of sentences, again slightly fewer than for the forums, the majority was in agree-
ment of 89%, indicating that it may be easier to agree on argumentation in parlia-
mentary debates, given the right approach. Further analysis of the results of this 
process is still ongoing, with plans to publish both annotations as well as gold 
standard evaluation data based on them. An overview of IAA with comparison to 
the social media dataset is provided in Table 4.
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Table 4: IAA comparison on sentence level.

Dataset α Observed agreement Observed agr. majority 

Social media 0.34 31% 75% (5 of 8 annotators) 
Debates (6 annotators) 0.29 25.9% 89% (4 of 6 annotators)
Debates (5 annotators) 0.39 46.2% 79.5% (4 of 5 annotators) 

Another ongoing effort is annotation and analysis of parliamentary debates 
in accordance with Inference Anchoring Theory (IAT) (Budzynska and Reed 2011). 
This is a relatively complex method, as it considers all elements of a dialogue 
or debate that have any purpose in or effect on the argumentation. It is closely 
related to Rhetorical Structure Theory (Mann and Thompson 1988), but specifi-
cally adapted for analysing argumentation. Most importantly, IAT allows for 
anchoring inference in links between locutions, and not just locutions themselves 
(Budzynska et al. 2014). As current tools for IAT annotation are designed with the 
type of dialogue present in radio and TV debates in mind (Janier, Lawrence, and 
Reed 2014), we found through our initial annotation attempts that the length and 
complex rhetorical structure of parliamentary debates made them difficult apply 
in our case. Our project on applying IAT annotation to debates is therefore still 
ongoing.

5 Auxiliary resources
Due to the complex nature of argumentation, it is not unlikely that various knowl-
edge resources could be helpful for argument mining. We have been working on 
some resources for this purpose, and as they are general in nature, we hope they 
will be useful even beyond the task of identifying and classifying arguments.

As a complement to the corpus of parliamentary debates, we published the 
Swedish PoliGraph (Rødven-Eide 2019), a graph of all members of parliament in 
Sweden. It is, in essence, a semantic database that keeps track of MPs’ parlia-
mentary activities, from speeches to responsibilities on commissions and in Gov-
ernmental roles. One purpose of this graph is to combine it with named entity 
recognition and resolution, in order to automatically establish the argumentative 
structure of a given debate. Given the task of mapping a single debate, the proce-
dure would be as follows:
1. Find all speeches with a given rel_dok_id. 
2. Determine the meeting(s) this was debated in. 
3. Establish the chronological order of the speeches during these meetings. 
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4.  Analyse each speech and attempt to determine which previous speech or 
speeches (if any) was/were addressed or argued against. 

For the Swedish PoliGraph, we combined the speech information from anföranden 
with metadata from the MP category, which includes basic biographical informa-
tion as well as a complete history of their roles in the parliament. Such roles are 
usually their time working as an MP and commission work, but longer sick leave 
is also listed here, as well as their substitutes in those cases. In addition to the 
essential identifiers “name” and “party”, links are also created to MPs’ Wikida-
ta-IDs and their listed name there, which sometimes provide more detail, as they 
are stored in the parliament’s own database, while simultaneously allowing other 
data to be pulled from Wikipedia. The structure of the graph is shown in Figure 1.

Figure 1: A semantic graph of Swedish MPs and debates.

Roles of MPs are generally described in terms of positions, where each assign-
ment (or leave from that assignment) is stored as a factual predicate with eight 
arguments:
1. MP-ID
 A unique ID for each MP. 
2. Agency code
  An identifying code for the agency. This can be ambiguous, as parties and com-

missions sometimes use the same identifier. 
3. Role
  The MP’s role in the agency, e.g., parliamentarian, commission chair, or substi-

tute. 
4. From
 Starting date of the position. 
5. To
 End date of the position. 
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6. Type
  The type of position, usually either “kammaruppdrag” for the parliament or 

“uppdrag” for commission work. 
7. Uppdrag
  The info here varies. For commission work and other extraparliamentary duties, 

it contains the full name of the commission or equivalent. For extended leave, it 
lists the name of substitutes. 

8. Status
 The MP’s presence or absence during the given period. 

While the Swedish PoliGraph was created for the specific purpose of establishing 
the structure of parliamentary debates, it was designed to be detailed and flexible 
enough to be used outside of its planned scope.

Work on named entity recognition has also been initiated, with a number of 
speeches annotated for six different types of named entities:
1. People, real or fictional 
2. Political roles, such as ministerial posts 
3. Organizations 
4. Locations 
5. Works of art and culture, as well as brands 
6. Time periods and points in time 

These categories, as well as the annotation guidelines were derived from a SWE-
CLARIN project that aimed to create a new gold standard for named entity recog-
nition and classification in Swedish (Ahrenberg, Frid, and Olsson 2020). We did, 
however, choose to remove two of their categories – those pertaining to medical 
symptoms and treatments – as they were deemed very unlikely to show up in a 
significant number in the parliamentary debates. On the other hand, we added 
the category of political roles, in order to capture MPs who were not referred by 
name. Furthermore, we asked our annotators to designate whether a named 
person was a member of parliament or not, and whether organizations men-
tioned were political or not.

We are currently in the process of evaluating the classification methods used 
by SWE-CLARIN on our data, with the expectation that the Swedish BERT model 
developed by Kungliga Biblioteket (Malmsten, Börjeson, and Haffenden 2020). We 
will then proceed to automatically classify the remaining parliamentary debates 
and release both the manually and the automatically annotated data as a resource.
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6 Conclusion
In this chapter we presented our ongoing efforts to create resources for studying 
argumentation and argumentation mining. As demonstrated here, the annota-
tion of phenomena such as argumentation is complex and challenging. It needs 
to be carefully thought through, especially the evaluation of such annotations. 
However, these efforts enable studies from many angles and perspectives. As dis-
cussed in Hajičová et al. (2022) in this book, an annotated corpus can both be a 
resource for linguistic studies and open up new research questions.

The corpora we presented here could be useful for many types of studies aiming 
to analyse argumentation in the domains covered. Even though the purpose of the 
annotations have been for use in machine learning, it should be possible to use 
the annotations for other quantitative studies. For example, are there any specific 
patterns or words which are more frequent in argumentation than in non-argumen-
tative exchanges? Are there any other patterns to be found, for example between 
speakers in a debate or users on an online forum?

Much of this chapter has focused on the complexity of argumentation and the 
disagreement between the annotators. A dataset where annotators disagree might 
not be the best for machine learning purposes, but it could be used to answer other 
questions. The disagreements themselves could be studied: are there any patterns 
to where the annotators agree or disagree? Could one annotator’s annotations be 
easier for a machine learning algorithm to learn compared to the others?

The emergence of the NLP sub-field of argumentation mining has enabled 
new ways of researching argumentation. This field covers a wide range of possible 
and envisioned tasks, from argument component identification (Trautmann et al. 
2020) to automatic evaluation of arguments or their claims (Sathe et al. 2020). 
Argumentation mining techniques would also be useful in information retrieval 
or as teaching aids. But for these tasks to be developed successfully, argumen-
tation annotated corpora from a wide range of domains are essential (Stede and 
Schneider 2018).

As the annotated parts of the corpora presented here are currently small in 
size, as is the case for many argumentation corpora due to the challenging nature 
of the task, their usefulness as machine learning training data is still an open 
question. In recent years it has been become possible to use smaller amounts 
of training data due to the introduction of pre-trained language models and the 
possibility of fine-tuning them, but it still seems that larger amounts of training 
data is preferred. However, there exists other suggested solutions to the problem 
of data scarcity in argumentation mining. For example, a small corpus could be 
suitable for evaluation of unsupervised machine learning methods (Levy et al. 
2017) or as a starter for boot-strapping more data (Ein-Dor et al. 2020).
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